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1. INTRODUCTION

Gas adsorption in metal�organic frameworks (MOFs) has
been one of themost actively studied applications of this new and
exciting class of materials. Applications of adsorption in MOFs
include chemical separations, sensing, and gas storage. As
discussed throughout this issue, MOFs are porous, crystalline
materials that comprise metal or metal oxide “nodes” connected
by organic “linker” compounds.1 Some of the most studied
MOFs are shown in Figure 1. MOFs have large internal surface
areas, which make them attractive for gas adsorption. Addition-
ally, they are synthesized in a modular fashion and are thus
tunable: one can assemble different combinations of metal nodes
and organic linkers to obtain a large variety of unique materials
with different affinities for different gases. MOFs with surface
areas over 6000 m2/g have been synthesized to date,2,3 and these
have exhibited exceptional gas uptake.

Gas molecules typically physisorb to MOF surfaces, interacting
with framework atoms through dispersive and repulsive interac-
tions. Many researchers have sought to improve gas storage in
MOFs by tuning gas molecule interactions with the frameworks.
This can be done through catenation of multiple frameworks,4�9

inclusion of unsaturated “open”metal sites in the nodes,10�12 and
incorporation of various functional groups (including metal cation
sites) in the organic linkers.13,14 The ability to introduce the
appropriate features for specific applications, along with the huge
variety of potential MOF structures, opens up the possibility to
truly design MOFs for desired applications.

In this work, we review computational studies of gas adsorp-
tion in MOFs, focusing on molecular modeling of methane,
hydrogen, and acetylene. People are interested in storing these
gases for the following reasons:
• Methane is a desirable fuel because it burns more cleanly
than gasoline and has a higher hydrogen to carbon (H/C)
ratio than any other hydrocarbon fuel.15 However, a major
drawback is that the volumetric energy density of com-
pressed methane is only one-third that of gasoline.15 Mate-
rials that increase the volumetric density of stored methane
could help expand the role of natural gas (which is mostly
methane) as a transportation fuel. To motivate research and
development of methane storage materials, the Department
of Energy (DOE) has set storage targets of 180 v(STP)/v,
i.e., 180 STP (standard temperature and pressure) liters of
CH4 stored per liter of storage vessel. MOFs have already been
synthesized that exceed this value (see, e.g., refs 16 and 17).
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• Hydrogen is an attractive fuel because it has a high gravi-
metric energy density, it is nontoxic, and its oxidation
product is water. However, the very small volumetric density
of H2, 0.0899 kg/m

3 at STP, makes storage difficult and is a
major hurdle for the expansion of the hydrogen economy.
The DOE has established targets for hydrogen storage
systems of 2.5 kWh/kg and 2.3 kWh/L, which translate
into 7.0 wt % H2 and 70 g H2/L for an entire H2 storage
system.18 Short-term targets are 5.2 wt % H2 and 40 g H2/L
at a minimum temperature of �30 �C and a maximum
pressure of 100 bar by 2015. No material has yet been
synthesized that meets these criteria, although computa-
tional studies of H2 in MOFs have proposed design strate-
gies that could meet the 2015 gravimetric targets (see, e.g.,
refs 19 and 20).

• Acetylene is one of the major building blocks of organic
chemistry, and 400 000 tonnes are produced annually
worldwide today.21 However, transportation of acetylene
is difficult because, unlike CH4 and H2, acetylene storage is
limited to <2 atm in order not to cross an explosive thresh-
old. This has spurred interest in high surface area materials
that can store acetylene without the need for high pressure.

Molecular simulation is becoming an indispensible tool for
MOF design. Simulations can provide molecular level details of
chemical phenomena that cannot be viewed directly in experi-
ments. Additionally, it is usually much simpler to construct a
MOF model on the computer than it is to synthesize and
characterize the material in the lab. Therefore, one can probe a
large number of materials via simulation more easily than
through experiment. Taking advantage of these features can
accelerate the generation of new insights. Simulations have been
used to assess the capabilities of MOFs,8,22�26 screen MOF
design features before synthesis,19,25 and predict new MOF
structures.2 Simulations are also useful for predicting uptake at
high temperatures and pressures, which are difficult to achieve
experimentally. This is particularly useful for assessing MOFs for
gas storage applications, as the desired storage conditions are
typically at high pressure. There have thus been many computa-
tional studies of gas storage inMOFs and other porous materials,
as discussed in prior reviews.9,22,23,25

In this review, we discuss and analyze recent computational
studies of adsorption of methane, hydrogen, and acetylene in
porous materials and show how simulation has been used to
guide the design of these materials for gas storage. We addition-
ally discuss the state-of-the-art in simulation techniques and the
challenges associated with performing molecular simulations of
gas molecules in MOFs. Throughout the review, we highlight

both the successes and limitations of such simulations. The paper
is organized as follows: section 2 discusses models and methods
commonly used to calculate gas adsorption in MOFs. Section 3
discusses how these models and methods have been used to
assess and designMOFs for CH4, H2, and C2H2 storage. Sections
4 and 5 discuss gas adsorption at open metal sites in the nodes
and linkers, respectively, the different computational strategies
required to calculate adsorbate interactions at these sites, and the
challenges associated with performing such calculations. Section
6 discusses how simulations can be used to calculate the average
enthalpy of adsorption, which is a useful quantity for assessing
uptake capabilities. Section 7 discusses specific examples where
simulations have been used to guide experiments.

2. SIMULATION METHODS

2.1. The Model
Gas molecules typically physisorb in MOFs through dispersive,

repulsive, and Coulombic interactions, and thus details about the
electronic structure can often be ignored. (Exceptions to this are
when the MOF contains open metal or other strongly binding
functional groups that promote chemical bonding. See sections 4
and 5.) In a typical model based on classical mechanics, each atom
is modeled as a spherical particle. In some cases, further simplifica-
tions can be made; for example, in a so-called “united-atom”
model, a small molecule like CH4 is treated as a single sphere.

27

Within the all-atom or united-atom models, there is a significant
amount of freedom in choosing how the smallest units (atoms or
molecules) interact with each other. One needs to choose both the
functional form of the interactions (e.g., harmonic, Morse,28

Lennard-Jones,29 etc.) and the specific parameters used in the
functional form. The combination of a functional form with a
particular set of parameters completely describes the interactions in
the model, which is often called the force field. The force field
describes the potential energy, V , of a particular configuration
of atoms.

Specialized force fields have been developed for simulating
hydrocarbons,30 organic molecules,31and proteins,32 as well as
for describing particular phenomena, such as charge transport33

and reactions.34 The following section describes commonly used
force fields in gas adsorption simulations.

2.2. Force Field Potentials and Parameters
For simulating adsorption of small molecules like hydro-

gen, methane, or acetylene, it is often reasonable to assume
that the gas molecules and MOF structure are completely
rigid. In this case, there are only intermolecular interactions
between nonbonded atoms, which are often modeled via a

Figure 1. Three commonmetal�organic frameworks investigated for their gas storage properties: IRMOF-1 (left), MOF-177 (middle), andHKUST-1
(right).
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Lennard-Jones (LJ) + Coulomb potential.

V ijðrijÞ ¼ 4εij
σij

rij

 !12

� σij

rij

 !6
2
4

3
5 þ qiqj

4πε0rij2
ð1Þ

Here rij is the separation between atoms i and j having charges qi
and qj. For nonbonded interactions, pairwise additivity is usually
assumed, so that the total energy is the sum of the interaction
energy between every pair of atoms. As discussed below, it should
be kept inmind that this is an approximation. The Lennard-Jones
part of the potential describes attractive van der Waals interac-
tions between pairs of nonbonded atoms, as well as their mutual
repulsion at shorter distances. The two Lennard-Jones param-
eters, ε and σ, are the minimum potential energy and the
separation where V = 0, respectively. The form of the Lennard-
Jones potential, with repulsive and attractive terms in r�12 and r�6,
respectively, was chosen because it can reproduce the loca-
tion of the energy minimum for many nonbonding systems
with good accuracy, and it is computationally convenient to
calculate r�12 if r�6 has already been computed. However,
other potentials, such as the Morse potential, which includes
an exponential term, can be more accurate, especially for
stronger interactions. (We discuss the Morse potential in
greater detail later.)

The partial charges in the Lennard-Jones plus Coulomb
potential account for polarity of the gas molecules (e.g., the
quadrupole moment of H2) and the electric field generated by
the framework atoms. Note that sometimes charges are placed
on sites off of the atom centers. For example, the Darkrim�
Levesque (DL) model35 for H2 accounts for the quadrupolemoment
by placing three partial charges along the H�H axis—a charge of
+0.468 on eachH nucleus and a charge of�0.936 at the center of
mass—in addition to the Lennard-Jones site at the H2 center of
mass. Partial charges for framework atoms are typically obtained
from quantum mechanical calculations on small appropriately
truncated fragments of the crystal or sometimes on periodic
structures. A single-point calculation is performed, followed by
determination of the charges. Methods that fit the charges to the
electrostatic potential, such as ChelpG,36 are particularly suited
for obtaining charges to be used in molecular simulations. Faster
methods to calculate partial charges for framework atoms have
been developed recently,37,38 for example, the charge equilibra-
tion method.38,39

The force field must include parameters for gas/framework
interactions as well as interactions between the gas molecules
themselves. The latter are often taken from established force
fields in the literature for bulk fluids. For example, one widely
used model for H2 treats each molecule as a single sphere with a
Lennard-Jones site at the center of mass. The LJ parameters were
obtained empirically based on the second virial coefficient.40

Simulations of acetylene adsorption in MOFs have used the
OPLS force field,41,42 and simulations of methane have often
used the TraPPE force field.27,43 The names of these force fields
give some indication of their scope: OPLS is an acronym for
optimized potentials for liquid simulations and TraPPE stands
for transferable potentials for phase equilibria. The OPLS
intramolecular parameters were derived from ab initio calcula-
tions, and the nonbonded interaction parameters were chosen so
that Monte Carlo simulations of 34 pure organic liquids repro-
duced the experimental heats of vaporization and liquid densities.
The TraPPE force field was developed to reproduce vapor�liquid

coexistence curves for pure components of various classes of
molecules. For example, the parameters for alkanes were fit for
methane through dodecane.

For framework atoms in MOFs, the Lennard-Jones param-
eters are usually taken from rather general force fields, especially
DREIDING44 and the universal force field39 (UFF). The Len-
nard-Jones parameters in DREIDING were developed by fitting
to reproduce crystal structures of organic compounds in known
databases.45 Given LJ parameters for the atoms of gas molecules
and the MOF atoms, the LJ parameters for gas/framework
interactions are then calculated using standard “mixing rules”.
For example, the Lorentz�Berthelot mixing rules46 use an
arithmetic average for σ and a geometric average for ε.

It is not always possible to reproduce strong, specific interac-
tions with the Lennard-Jones + Coulomb potential, for example,
interactions with MOF open metal sites. Instead of the two-
parameter Lennard-Jones potential, a three-parameter Morse
potential is sometimes used in such cases,

V ijðrijÞ ¼ Dij½1� e�αijðrij � r�ij Þ� ð2Þ
The Morse model was developed to describe diatomic vibra-
tional spectra and predated the LJ potential but was not as widely
adopted in later molecular simulations.28 In the Morse potential,
D and r* are analogous to ε and σ in the Lennard-Jones potential,
and α controls the width of the potential well of interaction. This
additional parameter allows the model to more faithfully repro-
duce strong binding interactions.47,48 Recently, researchers have
used Morse potentials to model H2 interactions with exposed
metal atoms in porous materials.19,24,49�51 In these cases, the
parameters for the Morse potential were fit to reproduce energies
obtained from quantum mechanical calculations.

At low temperatures, quantum diffraction effects become
important for light molecules such as H2 and He, and these must
be accounted for to obtain accurate adsorption predictions.52

Quantum diffraction effects can be exactly captured using path
integral Monte Carlo (PIMC).53 Alternatively, Feynman and
Hibbs54 introduced a more computationally efficient but approx-
imate, quasiclassical potential that also significantly mitigates
errors induced by incorrectly treating the particles classically.
This Feynman�Hibbs (FH) potential,

V FH
ij ðrijÞ ¼ V ijðrijÞ þ p2

24μkBT

 !
∇2V ijðrijÞ ð3Þ

accurately describes equilibrium of low-temperature systems.52

Here, V ij is the usual force field energy between atoms i and j as
described above, p is Planck’s constant divided by 2π, μ =mimj /
(mi +mj) is the reducedmass of the interaction, kB is Boltzmann’s
constant, and T is the temperature. The FH potential has been
used to obtain accurate gas adsorption isotherms at low
temperatures.52,55,56

2.3. Simulating Gas Adsorption with Grand Canonical
Monte Carlo

Gas adsorption properties are usually calculated using Monte
Carlo methods, which use random moves to sample a statistical
mechanical ensemble and determine average quantities such as
the equilibrium uptake and enthalpy.57 For each configuration of
the system, the energy is calculated using the chosen force field as
described above. Adsorption isotherms are typically calculated
using grand canonical Monte Carlo (GCMC) simulations. In this
method, an adsorbate phase at constant temperatureT, volume V,
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and chemical potential μ is allowed to equilibrate with a gas phase
(which is not simulated). The number of molecules N in the
adsorbate phase is allowed to fluctuate so that the chemical
potentials of the two phases are equal.58 During the GCMC
simulation, adsorbate molecules are subjected to a variety of
random moves, such as translation and rotation, insertion of a
new molecule into a random position within the system, and
deletion of an existing molecule from the system.46 The moves
are accepted or rejected based on the change in potential energy,
the specified temperature, and the chemical potential.46,59 The
chemical potential can be related to the pressure of the gas phase
using an equation of state. The adsorption uptake is calculated as
the average number of moleculesN in the adsorbate phase during
the simulation.

2.4. Quantum Chemical Calculations
The general models discussed above perform well for predict-

ing gas adsorption in materials without strong binding sites (such
as open metal sites). However, as we will show in sections 4 and
5, they are not sufficient for describing strong gas/framework
interactions. Quantum chemical methods are typically used to
capture these interactions. There are many challenges associated
with performing such calculations. The goal is always to balance
the accuracy and efficiency of the calculations, which are con-
trolled by several factors, such as the method used for treating
electron correlation, the size of the basis set, and which atoms in
the MOF are treated quantum chemically. For example, the
treatment of electron correlation can significantly impact both
computational accuracy and expense. TheMP2method, which is
a post-Hartree�Fock method that includes electron correlation
perturbatively to second order, provides a good balance between
computational accuracy and expense for many systems. In
particular, the resolution of identities variation of MP2, RI-
MP2, developed by Ahlrichs and co-workers, was optimized for
computational efficiency by neglecting long-range correlation
and simplifying the four electron terms in the Hartree�Fock
solution, and it has been shown to give results in line with MP2
for many molecules.60 However, MP2 itself can give unreliable
results in highly magnetic and radical systems that exhibit
significant spin contamination,61 including some transitionmetal-
containing systems. Additionally, as discussed below, MP2 is not
suitable for describing multibody interactions, which can be
significant for some systems.62 The spin-component-scaled im-
plementation of MP2 by Grimme, which separately scales the
antiparallel and parallel contributions to the correlation energy,
addresses these failings in part with virtually no increase in
computational expense.63

Many researchers use some form of density functional theory
(DFT) instead of MP2 or a higher level of theory to save time.
DFT methods write the electron correlation in terms of the
electron density, thus reducing a many-dimensional problem to
a three-dimensional one and reducing the time necessary to
calculate the electronic structure. However, since the actual
functional form of the electron correlation is not known, DFT
methods are not always accurate, and they generally do not
describe weak interactions such as dispersion well. This is
discussed in more detail in section 4.3.

Whatever electron correlation method is chosen, it should be
carefully selected to ensure computational accuracy. In terms of
computational accuracy, common electron correlation methods
follow the order DFT < MP2 < coupled cluster (CC) < higher-
order methods.61 Coupled cluster methods use single, double,

and/or triple excitation determinants to compute electron
correlation. Although CC calculations are more accurate than
MP2 and DFT and avoid spin contamination problems, they are
also much more computationally demanding. The CCSD(T)
method, which includes single and double excitations to infinite
order and introduces triple excitations perturbatively, is currently
the highest accuracy method that can be routinely applied, but it
is still too computationally demanding for many systems involv-
ing transition metals.

The chosen basis set also affects the time needed to complete
quantum mechanical calculations. Large basis sets including
diffuse and polarization functions usually provide more accurate
results, but they add to computational expense. Smaller basis sets
often require attention to basis set superposition errors (BSSE),
i.e. the unphysical tendency of fragments in an interacting super-
molecule to “borrow” basis functions from each other to optimize
the wave function. One method for minimizing these errors is to
apply counterpoise corrections,64 which estimate the BSSE by
calculating the total energy of the supermolecule and the energies
of the individual fragments using supermolecule-centered and
fragment-centered basis sets. While necessary in some systems,
this method increases the computational time.

Finally, the model system used in the quantum chemical
calculations can have significant effects on adsorbate/adsorbent
binding energies. To date, most binding energies have been
calculated on MOF fragments because calculations on periodic
structures are too computationally demanding for any electron
correlation method other than DFT. We show in section 5 that
the size of the MOF fragment used can significantly impact the
quantum chemical results.

3. GAS STORAGE IN MOFS WITHOUT STRONGLY
BINDING SITES

Although quantum chemical methods are necessary for mod-
eling gas adsorption in MOFs with strongly binding sites, gas
adsorption in many MOFs has been successfully calculated using
the simple Lennard-Jones + Coulomb models described above.
In this section, we highlight studies of methane, hydrogen, and
acetylene adsorption in MOFs without strongly binding sites,
focusing on reports that have used simulation to guide material
design.

There are several ways of reporting adsorption data. First,
one may consider the amount adsorbed per unit mass of
adsorbent (gravimetric) or the amount adsorbed per unit volume
(volumetric). Both gravimetric and volumetric quantities are
important for on-board storage of natural gas or hydrogen in
vehicles. In addition, simulations yield the total amount adsorbed
(also called the absolute adsorption, Nabs), but experiments
generally measure the so-called excess amount adsorbed (Nex),
i.e., the amount adsorbed above what would be present in the
absence of the adsorbent. These quantities are related to each
other by

Nex ¼ Nabs � V gFg ð4Þ
whereVg is the pore volume of the adsorbent and Fg is the density
of the bulk gas phase, which can be calculated using an equation
of state. For storage applications, it is the total amount adsorbed
(either gravimetric or volumetric) that is of main importance,
rather than the excess amount. Finally, one may distinguish
between the absolute adsorption and the deliverable capacity.
The deliverable capacity is the difference between the amount
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adsorbed at the pressure when a gas tank is filled and the amount
adsorbed at the delivery pressure (typically ∼2 bar).

3.1. Optimal Design Characteristics Revealed by Simulation
3.1.1. CH4 Storage. There have been several computational

studies to investigate desired characteristics of an optimal
adsorbent for methane storage. In one of the early simulation
studies in MOFs, D€uren et al.65 studied CH4 adsorption in 18
different materials, including isoreticular MOFs (IRMOFs),
molecular squares, zeolites, MCM-41, and carbon nanotubes,
to uncover the complex interplay of the factors influencing CH4

adsorption, especially the surface area, free volume, strength of
the energetic interaction, and pore size distribution. They con-
cluded that an ideal material for CH4 adsorption should have not
only a large surface area but also a high free volume, a low
framework density, and strong CH4/adsorbent interactions.
They also mentioned that changing one of these parameters
might worsen the others and therefore decrease the CH4 uptake.
On the basis of this analysis, they proposed new, not yet
synthesized IRMOF materials by replacing or adding atoms in
the linker molecules of IRMOF-1. Replacing the hydrogen atoms
by bromine atoms (i.e., using 1,4-tetrabromobenzene dicarbox-
ylate as linker molecules; IRMOF-992) introduces stronger
interaction sites. The predicted isotherm for IRMOF-992 indeed
showed a higher volumetric CH4 uptake over the whole pressure
range, with an average enthalpy (isosteric heat) of adsorption
(Qst) at low loading of 14.5 kJ/mol, compared to 10.6 kJ/mol for
IRMOF-1. However, due to the higher crystal density, the
gravimetric CH4 uptake was lower than for the other IRMOFs.
Using 9,10-anthracenedicarboxylate as the linker molecule
(IRMOF-993) resulted in a material with a smaller pore size
(6.3 Å) and a significantly reduced surface area (Figure 2a).
Nevertheless, the gravimetric and volumetric CH4 uptake was
higher over the whole pressure range. At 35 bar, IRMOF-993 was
even predicted to exceed the DOE target value of 180 v(STP)/v.
D€uren et al. attributed this to an increased number of carbon
atoms on the linker compared to the 1,4-benzenedicarboxylate
linker in IRMOF-1 as well as to the constricted pore size. They
suggested that theQst of CH4 increased from 10.6 to 15.5 kJ/mol
because of these features. Ma et al.66 tried to synthesize IRMOF-
993 using the proposed linker, but the resulting structure (PCN-13)
had a different topology due to the distorted Zn4O(COO)6motif
and showed very limited CH4 uptake. Building on the idea of
synthesizing MOFs having linkers with an increased number of
carbon atoms and attempting to increase the pore size, they
synthesized a new microporous MOF, PCN-14, by adopting a
new ligand, 5,50-(9,10-anthracenediyl)diisophthalate (Figure 2b).
PCN-14 exhibited an absolute CH4 uptake of 230 v(STP)/v at 35
bar and 290 K (28% higher than the DOE target of 180 v(STP)/v
at ambient temperatures) and a heat of adsorption for CH4 of
∼30 kJ/mol, both record highs for methane storage materials.
D€uren and Snurr67 studied CH4 adsorption in a series of

IRMOFs (IRMOF-1, -8, -10, -14, -16) to investigate the effect of
the organic linker. As the length of the organic linker increased,
the pore size and the pore volume became larger. For pressures
up to 40 bar, the calculated CH4 uptakes in the five IRMOFs did
not follow the order of pore volume. This was because the CH4

isotherms were still far from saturation even at 40 bar. Analyzing
their results, we find that, in the low pressure range (<40 bar), the
CH4 uptake increases with increasing number of carbon atoms
on the linker. This agrees with the results above for IRMOF-993
and PCN-14.

Wang68 did a systematic simulation study on CH4 adsorption
in a series of 10 MOFs with different topologies, including 5
IRMOFs (IRMOF-1, -6, -8, -10, and -14), HKUST-1, 2 coordi-
nation polymers with pillared layer structures (CPL-28 and CPL-
522), and Cu(AF6)(bpy)2 (A = Si and Ge). From GCMC
simulations for pressures up to 100 bar at 298 K, he investigated
the desired characteristics of an optimal adsorbent for CH4

storage and concluded that the CH4 uptake at high pressures
has a strong correlation with the surface area and free volume.
Gallo and Glossman-Mitnik69 calculated adsorption isotherms

for CH4 in two large-surface-area MOFs (IRMOF-1 and MOF-
177), two catenatedMOFs (IRMOF-11 andMOF-14), and aMOF
with open metal sites (Zn-MOF-74) for pressures up to 80 bar at
298 K. At low pressures up to 10 bar, the two catenated MOFs
showed larger gravimetric CH4 uptake than the two large-surface-
area MOFs due to the higher CH4 adsorption enthalpy. At higher
pressures, however, the two large-surface-area MOFs showed great-
er gravimetric CH4 uptake than the catenatedMOFs. Although Zn-
MOF-74 exhibited only small gravimetric CH4 uptake due to its
high crystal density, it showed the highest volumetric CH4 storage
capacity of 170 v(STP)/v at 298 K and 35 bar, close to the 180
v(STP)/v DOE target for practical CH4 storage on vehicles.
Several CH4 adsorption studies have been reported for covalent

organic frameworks (COFs),70,71 which are porous crystalline
materials related to MOFs except that they are made entirely of
light elements (i.e., no transition metals). Garberoglio72 simulated
CH4 adsorption in four COFs (COF-102, COF-103, COF-105,
and COF-108) for pressures up to 130 bar at 298 K and showed
that COF-102 and COF-103 exhibit considerably higher excess
volumetric CH4 uptake than COF-105 and COF-108 because of
their higher crystal densities (and thus higher densities of adsorp-
tion sites). The results also suggested that COF-102 could meet or
exceed the DOE target of 180 v(STP)/v at 35 bar and 298 K. Lan
et al.73 also recently reported CH4 isotherms in the same COF
materials for pressures up to 100 bar at 243 and 298K.Their excess
volumetric CH4 isotherms in the four COFs agreed qualitatively
with those from Garberoglio.72 They also presented gravimetric
isotherms and showed that COF-105 and COF-108 exhibit
considerably higher total gravimetric uptakes than COF-102 and
COF-103, especially at high pressures. This is exactly contrary to
the trends observed in the volumetric uptake. The larger pore
volumes and smaller densities of COF-105 and COF-108 gave
higher gravimetric uptake but lower volumetric uptake. On the
other hand, all four COFs showed similar excess gravimetric
uptake of CH4 at pressures lower than 60 bar. Mendoza-Cortes
et al.74 computationally studied CH4 adsorption in a variety of
COFs, including five 2-DCOFs (COF-1, COF-5, COF-6, COF-8,
and COF-10) and four 3-D COFs (COF-102, COF-103, COF-
105, and COF-108). Among the materials studied, COF-102 and

Figure 2. Carboxylate linkers used in (a) IRMOF-993 (and PCN-13)
and (b) PCN-14. Reprinted with permission from ref 66. Copyright
2008 American Chemical Society.
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COF-103 showed the best performances in terms of both total
volumetric uptake (255 and 260 v(STP)/v at 100 bar) and the
deliverable uptake (229 and 234 v(STP)/v at 100 bar), defined
here as the difference in the amount adsorbed at 100 bar versus the
amount adsorbed at 5 bar. Considering the structures of COF-102
and COF-103, they argued that a pore diameter of∼12 Å, a large
pore volume (>5 cm3/g), and a high surface area (>5000 m2/g)
can lead to large volumetric CH4 uptake.
Many of the computational studies summarized above suggest

that an optimal adsorbent for CH4 storage should have a large
surface area, a high free volume, a low framework density, the
proper pore size, and strong CH4�adsorbent interactions. Also,
many studies have shown that increasing the number of carbon
atoms in the organic linkers is a good strategy for improving Qst

and increasing CH4 uptake.
3.1.2. H2 Storage. There have been several computational

studies aimed at developing design criteria for optimal hydrogen
storage adsorbents. Frost et al.75 predicted absolute H2 isotherms
in a series of 10 IRMOFs for pressures up to 120 bar at 77 K.
From these simulations, the authors found three adsorption
regimes: at low pressures (loadings), H2 uptake correlates with
Qst; at intermediate pressures, H2 uptake correlates with the
surface area; and at high pressures, H2 uptake correlates with the
free volume. In a separate study, Frost and Snurr76 revisited these
correlations for absolute and excess H2 adsorption at room
temperature. They found that absolute H2 adsorption at 298 K
mainly correlates with the free volume throughout the entire
pressure range. In addition, they found that, at 298 K and low
pressure, excess H2 adsorption correlates well with Qst, but at
high pressure, excess adsorption correlates better with the surface
area than with the free volume. In addition, they artificially
increased H2-MOF Lennard-Jones attraction to learn how much
Qst must be increased to meet the H2 storage targets. They found
a correlation between Qst and the H2 density in the pore void
volume. On the basis of this correlation, they prepared a graph
showing the requiredQst as a function of the free volume to meet
target gravimetric and volumetric storage amounts at room
temperature and 120 bar (Figure 3). The graph suggested that,
if new materials with free volumes between 1.6 and 2.4 cm3/g
could achieve isosteric heats of adsorption between 10 and 15 kJ/mol,
they could attain H2 uptakes of 6% at 298 K. The graph provides
useful design requirements for obtaining target H2 loadings within
MOFs and other similar microporous materials.
Catenation, where two separate frameworks self-assemble

within each other, has been suggested as a means to improve H2

storage in MOFs. In catenated MOFs, the pore sizes are smaller,
leading to stronger H2/framework interactions, and the number
of corner sites, which exhibit stronger binding, is doubled.
Therefore, this strategy could increase H2/framework inter-
actions and thus H2 adsorption.

5 Jung et al.6 performed GCMC
simulations of H2 adsorption at 77 K for pressures up to 1 bar
in catenated and noncatenated IRMOFs to see the effect of
catenation. Their simulation results showed that the small pores
generated by catenation can confine the H2 molecules more
densely, so that the capacity of the catenated IRMOFs is higher
than that of the noncatenated IRMOFs. Ryan et al.8 extended
this study to higher pressures (up to 120 bar) and ambient
temperature. Their GCMC simulations demonstrated that cate-
nation can be beneficial for improving H2 storage in MOFs at
cryogenic temperatures and lowpressures but not necessarily at room
temperature, as shown in Figure 4. For H2 storage applications at
ambient temperature, their results showed that, for the three

IRMOFs studied, catenation did not improve adsorption and, in
fact, decreased gravimetric uptake significantly. Thus, the authors
stated that other strategies for increasing Qst should be pursued
to meet H2 storage targets.
Han et al.24 calculated H2 isotherms in 10 different zeolitic

imidazolate frameworks (ZIFs), a subclass of MOFs having Zn(II)
or Co(II) nodes with imidazolate-type linkers,77�80 for pressures up
to 100 bar at both 77 and 300K to investigate the effects of functional
groups (�C6H3Cl,�C6H3CH3,�C6H3NO2, and�C6H4) on H2

storage. They showed that inclusion of the functional group in the
imidazolate linker was helpful for improving the H2 uptake at 77 K
and low pressures because it increased the H2 binding energy.
However, it decreased the H2 uptake at high pressures due to the
decrease in the surface area (or pore volume). They argued that, to
obtain high H2 uptake in ZIFs at both high and low pressures, one
should consider ZIFs with not only high surface area but also small
pore apertures similar to the kinetic diameter of H2.
Several recent studies have attempted to use simulation to

determine the optimal heat of adsorption in MOFs, i.e., the
adsorption enthalpy that maximizes H2 storage. Frost and
Snurr76 showed that the DOE targets could be achieved even
at room temperature if Qst could be significantly increased for
MOFs with large free volumes. Thus, a major issue for H2 storage
inMOFs is finding strategies for increasing the heat of adsorption
without significant losses in free volume.81 However, it should be
noted that too large an increase inQst would also increase the H2

uptake at low pressures and thus decrease the deliverable
capacity, which is important in practical applications. Currently,
the DOE target storage pressure is 100 bar, and the discharge
pressure is ∼2 bar. Thus Qst must be large enough to promote
significant adsorption at 100 bar but low enough so that H2 can
be released for use at 2 bar. From this, it can be reasoned that
there must be an optimal Qst value for attaining the maximum
deliverable capacity.
Bhatia andMyers82 estimated the optimal enthalpy of adsorption

for maximizing the deliverable capacity, using a Langmuir adsorp-
tion model and considering the storage and delivery pressures of a
full adsorption and desorption cycle. They suggested that the
optimal Qst for H2 storage and delivery between 30 and 1.5 bar at

Figure 3. Requirements for target gravimetric H2 uptake at 120 bar and
298 K. Results for existing materials are marked with symbols: Δ,
IRMOF-1; ), IRMOF-9; *, IRMOF-10; O, IRMOF-14; +, IRMOF-16;
0, CuBTC. Reprinted with permission from ref 76. Copyright 2007
American Chemical Society.
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298 K is 15.1 kJ/mol. They also showed that the corresponding
optimalQst forCH4 storage and delivery is 18.8 kJ/mol. Later, based
on an enthalpy�entropy correlation developed fromH2 adsorption
on several cation-exchanged zeolites, Garrone et al.83 suggested that
a considerably higher value of the Qst (22�25 kJ/mol) would be
required for optimum H2 storage and delivery between 30 and 1.5
bar at 298 K.
Recently, Bae and Snurr84 investigated H2 storage and delivery

in eight representative MOFs for pressures up to 120 bar at 77
and 298 K. They systematically increased the Lennard-Jones ε
parameters for H2/MOF interactions to model the increase in
Qst in a general way. Their results demonstrated that the optimal
Qst for maximum H2 storage at 120 bar and delivery at 1.5 bar is
∼20 kJ/mol at 298 K. Their results also suggested that a large
surface area is more important than a large free volume for
obtaining the maximum deliverable capacity of H2 under these
conditions. Thus, they suggested that researchers should con-
centrate on increasing Qst for MOFs with large surface areas to
achieve theH2 storage targets in terms of the deliverable capacity.
Getman et al.19 pointed out that, realistically, attempts to

increase Qst will generate sites of favorable energy (e.g., cation
sites) among regions of unfunctionalized linkers, metal corners,
and empty space. They calculated the optimal Qst at those sites,

leaving the H2 interactions in other sites unperturbed, and found
that a Qst of 28 kJ/mol is needed to optimize the H2 deliverable
capacity.

3.2. Comparison of Simulated Adsorption Isotherms with
Experiment for MOFs and COFs without Strongly Binding
Sites
3.2.1. CH4 Storage.Methane isotherms have been simulated in

MOFs and COFs by many groups using GCMC52,65,68,69,73,74,85,86

and compared with experimental isotherms.74,87�92 Table S3 in
Supporting Information summarizes the force field models used in
these GCMC simulations and the level of agreement with experi-
ment. In general, Lennard-Jones potentials with DREIDING or
UFF parameters for framework atoms and TraPPE parameters for
CH4 result in good models for understanding CH4 adsorption in
MOFs and COFs.
D€uren et al.65 simulated CH4 isotherms in IRMOF-1 and -6 at

298 K using a LJ model, and for both materials the simulated
isotherms matched well with experimental data from Eddaoudi
et al.87 for pressures up to 40 bar, as shown in Figure 5. Similar
results were obtained using DREIDING and UFF force fields,
suggesting that these results are not very sensitive to the choice of
the framework parameter set. Garberoglio72 calculated CH4

isotherms in a series of COFs for pressure up to 130 bar at

Figure 4. Effect of catenation (interwoven, i.e., minimum distance between frameworks, or interpenetrated, i.e., maximum distance between
frameworks) on absolute gravimetric hydrogen adsorption at (a) 77 K and (b) 298 K. Reprinted with permission from Ryan et al.8 Copyright The Royal
Society of Chemistry 2008.

Figure 5. Experimental and simulated methane adsorption isotherms at 298 K: (a) IRMOF-1 and (b) IRMOF-6. Open symbols, experimental results;
closed symbols, simulation results. Reprinted with permission from ref 65. Copyright 2004 American Chemical Society.
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298 K. Unlike the results above for IRMOFs, his simulation
results for COFs showed that the CH4 uptake depends quite
significantly on the framework parameters used in the simulation
(UFF or DREIDING), which differ by ∼20%. Since the UFF
model results in a more attractive solid�fluid interaction than
DREIDING in these materials, UFF produced systematically
higher CH4 uptake.
There have been several cases where the simulated CH4

isotherms overestimated the experimental isotherms. These
overestimations could come from imperfections in the MOF
crystal, such as partial pore blockages or solvent molecules
remaining inside the pores. Garberoglio et al.52 simulated the
CH4 isotherm in a manganese formate MOF for pressures up to
1 bar at 195 K, but the simulation data greatly overestimated the
experimental data,93 which showed very minor adsorption. The
authors initially tried to explain these discrepancies in terms of
slowdiffusionofCH4 into theMOF.However, they calculated a high
diffusivity for CH4 at low loading, which contradicted their hypoth-
esis. Because their simulations, like essentially all simulations in
MOFs, were based on a perfect crystal, it is possible that the dis-
crepancy came from constricted pores due to imperfections in the
MOF crystal or solvent molecules remaining inside the pores.94

Sometimes authors alter adsorbate or adsorbent force field
parameters to achieve a better match with experiment. Wang68

obtained force field parameters for CH4 adsorption in Cu(SiF6)-
(bpy)2 by fitting some of the OPLS-AA (optimized potentials for
liquid simulations-all atom) force field parameters to give a better
match with the experimental isotherms.89 These new parameters
have been successfully transferred to predict CH4 isotherm in
Cu(GeF6)(bpy)2, which matched well with the experimental
isotherm.90

High level ab initio calculations have also been used to develop
force fields that accurately predict the nonbonded interactions
between CH4 and MOF atoms. Lan et al.73 carried out MP2
calculations to develop force fields for CH4 adsorption in a series
of COFs and calculated CH4 isotherms at 243 and 298 K. Their

simulated isotherm for COF-102 matched reasonably well with
the experimental data from Furukawa and Yaghi92 for pressures
up to 100 bar at 298 K but slightly overpredicted the experi-
mental isotherm at high pressures. This overestimation was
attributed to imperfections in the sample. Mendoza-Cortes
et al.74 also predicted CH4 isotherms in a series of COFs based
on force fields developed to fit accurate MP2 calculations. Their
calculated CH4 isotherms for COF-5 and COF-8 agreed well
with their experimental data for pressures up to 80 bar at 298 K.
3.2.2. H2 Storage. Although there have been many computa-

tional studies of H2 adsorption in MOFs, only a small portion
have been compared with experimental data.6,8,52,69,76,95�101 In a
recent review, Keskin et al.25 mentioned two important issues
that should be considered when comparing simulations with
experimental data. The first issue is the pressure range for the
comparison. They pointed out that one should not assume that
good agreement over a narrow pressure range (e.g., 0�1 bar) will
continue to high pressure. Their data show that simulations can
deviate significantly from experiments at high pressures, even if
they agree well with experiments at low pressures. For an
example, see Figure 6. The second issue is the accuracy of the
experimental data, because evacuated MOFs may have some
imperfections or unremoved solvent. They point out that, even
for the same material, there may be considerable deviations
among the experimental H2 uptake from different groups and
recommended not developing interatomic potentials based on
experimental data from just one material sample.
Table S4 reports the agreement between simulated and

experimental hydrogen isotherms from many examples in the
literature for a variety of MOFs. The table also reports the
different choices made by authors for the H2model (spherical LJ,
two-site LJ, quadrupole model combined with LJ, etc.) and the
MOF LJ parameters (UFF, DREIDING, etc.), as well as whether
quantum diffraction effects were taken into account.
Most researchers treat H2 as a single Lennard-Jones sphere.

These models often show better agreement with experimental
isotherms than models that explicitly include quadrupole effects,
and in some cases, the simulated H2 isotherms show excellent
agreement with experimental data up to high pressures.8,69,100

For example, Ryan et al.8 calculated H2 isotherms in IRMOF-1

Figure 6. Simulations can show significant deviations from experimen-
tal isotherms at high pressure, even if they agree well at low pressure. An
example of this is shown for H2 isotherms in IRMOF-1 at 77 K. Circles,
simulations by Yang and Zhong;102 triangles, diamonds, and squares are
experimental data from Wong-Foy et al.,103 Panella et al.,104 and Dailly
et al.,105 respectively. Reprinted with permission from ref 25. Copyright
2009 American Chemical Society.

Figure 7. Simulated isotherms for IRMOF-1 compared with experi-
mental isotherms from Kaye et al.106 Reprinted with permission from
Ryan et al.8 Copyright 2008 Royal Society of Chemistry.
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for pressures up to 120 bar at 77 and 298 K and obtained
excellent agreement with experimental data from Kaye et al.106

throughout the entire pressure range, as shown in Figure 7.
Garberoglio et al.52 investigated the effect of including charge�

quadrupole interactions between the framework and H2 as well
as quadrupole�quadrupole interactions between H2 molecules
explicitly by using the Darkrim�Levesque (DL) model for H2.

35

They compared H2 isotherms calculated in this manner with
those calculated using the Buch potential,107 which treats H2 as a
sphere with a single Lennard-Jones site at the center of mass
(no charges), in IRMOF-1 at 77 and 298 K. At 77 K, the simula-
tions from the Buch potential were in reasonably good agree-
ment with the experimental data from Rowsell et al.108 for pre-
ssures up to 1 bar, but the simulations from the DL potential
greatly overestimated the experiments. They attributed this
overestimation to artificially strong quadrupole�quadrupole
interactions between H2 molecules. However, at 298 K, simula-
tions from both potential models matched reasonably with the
experimental results from Rowsell109 and Panella et al.104 for
pressures up to 70 bar. Gaberoglio et al.52 noted that the room
temperature simulations from both the Buch and DL potentials
were almost identical to the each other and concluded that
charge�quadrupole and quadrupole�quadrupole interactions
are essentially negligible at room temperature and pressures up to
50 bar for H2 adsorption in IRMOF-1.
One reason that the DL potential may overestimate H2 uptake

at cryogenic temperatures is that it additively combines two
independent H2/H2 interaction models. The Lennard-Jones
interactions were parametrized without considering H2 partial
charges. They implicitly incorporated all types of interactions,
including quadrupole contributions, into a Lennard-Jones
potential that treats H2 as a sphere.

40 The Coulomb interac-
tions were independently developed later to model the H2

quadrupole.35 Therefore, the DL potential, which is the sum of
the Lennard-Jones and Coulomb interactions, may double-
count quadrupole contributions. This exposes a need to
develop a better model for H2 that explicitly includes dis-
persive, repulsive, and quadrupole interactions in a consistent
way. For example, Belof, Stern, and Space parametrized a
many-body potential that explicitly includes quadrupole and
dispersion effects and could suit this purpose.110

Quantum diffraction effects are known to be important for H2

adsorption on carbon-based adsorbents and other porous mate-
rials at cryogenic temperatures due to the small mass of H2

molecules.111,112 Garberoglio et al.52 investigated the influence of
these effects on H2 adsorption in IRMOF-1 and IRMOF-8 at
77 K. They used classical LJ potentials and calculated H2 isotherms
with and without considering quantum diffraction effects. Simu-
lations that included quantum diffraction effects used path integral
Monte Carlo (PIMC).113 The simulations were in reasonably
good agreement with the experimental data fromRowsell et al.108

even when quantum diffraction effects were not taken account.
Even better agreement was observed at high loadings when
quantum diffraction effects were considered, as this slightly
reduced the calculated H2 uptake. Later, Liu et al.

99 did a similar
study for H2 adsorption in HKUST-1 at 77 K. They utilized the
Buch potential for H2 and Lennard-Jones potentials with UFF
parameters for framework atoms. They also simulated H2

adsorption with and without considering quantum diffraction
effects and used the Feynman�Hibbs (FH) effective potential54

to account for quantum diffraction. Simulations performed
without taking quantum diffraction into account considerably

overestimated their experimental data at high pressures. The FH
potential gave the best agreement with experiments at high
pressures ∼50 bar. When quantum diffraction effects were
considered, the simulated H2 uptake at 77 K was ∼15�20%
lower than results from classical simulations. This agrees with the
results of Garberoglio et al.52

Several authors have fit force field parameters to better match
experiment.95,96,98 Jung et al.96 refitted some of the UFF param-
eters to match experimental H2 isotherms in IRMOF-1 and
IRMOF-18 for pressures up to 1 bar at 77 K. They then applied
these modified UFF parameters to simulate H2 adsorption in
IRMOF-3, -9, -11, and -13 at 77 K.6,96 Their simulations were in
reasonable agreement with the experimental data for IRMOF-3,
-11, and -13. For IRMOF-9, however, the simulated isotherm
greatly overestimated the experimental isotherm, which was
ascribed to the loss of crystallinity of the experimental sample
upon evacuation.
Researchers have also begun parametrizing force fields using ab

initiomethods.Han et al.101 performedMP2 calculations to develop
force fields for H2 adsorption in a series of MOFs and calculated H2

isotherms at 77 K. The resulting H2 isotherm in IRMOF-1 agreed
well with the experimental data from Rowsell et al.108 for pressures
up to 1 bar. Using similar ab initio calculations, Han et al.114

successfully developed force fields for H2 adsorption in a series of
COFs, and their simulated H2 isotherm in COF-5 matched well
with their experimental isotherms at 77Kandpressures up to 90 bar.
Recently, Han et al.24 performed a similar study for a series of
10 ZIFs. Their calculated H2 isotherms in ZIF-8 were in good
agreement with the experimental data from Zhou et al.115 for
pressures up to 50 bar at 77 and 300 K.

3.3. Acetylene Storage
Acetylene is an unstable, highly reactive hydrocarbon, and

storage is challenging because sufficiently high concentrations
can react to form products such as benzene or vinylacetylene.
Moreover, these reactions are exothermic so that vessels of acetylene
stored at pressures >2 atm risk exploding. Thus high surface-area
sorbents for low-pressure acetylene storage have recently been
studied.116�118 Zhang and Chen have recently demonstrated a
40-fold increase, over pure acetylene, for volumetric storage of
acetylene at 1 atm using a metal azolate framework.117 Other novel
materials, such as a new MOF-505 analogue,118 have also demon-
strated remarkable acetylene storage capabilities at atmosphere
pressure. The isostructural [M2(DHTP)] MOFs (DHTP = 2,
5-dihydroxyterephthalate and M = Co, Mn, Mg, or Zn; these
MOFs are also denoted M-MOF-74,119 CPO-27-M,120 and
M/DOBDC121 in the literature) synthesized byXiang et al. have open
metal sites and a high acetylene storage capacity of 230 v(STP)/v at
atmospheric pressure for the Co version.116 Xiang et al. compared the
binding energies of acetylene at Co,Mn,Mg, and Znmetal sites in the
same MOF and found that Co had the highest affinity for acetylene
with a binding energy of 18.5 kJmol�1 followedby17.3, 16.9, and16.5
kJ mol�1, respectively.

Along with these materials synthesis reports are recent papers
on the simulation of acetylene storage and diffusion in porous
materials such as zeolites and MOFs.122,123 Simulation results
have been reported to be in good agreement with experiment,
although so far no LJ interaction parameters have been derived
for the sp-hybridized carbon atoms in acetylene. Instead, all
simulation work so far has used parameters derived for the
double-bonded carbons in 2-butene derived in 1984 by Jorgensen
et al. in the OPLS force field.42 Despite this, Fischer et al.
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reported excellent agreement between simulated and experimen-
tally measured acetylene uptake in microporous magnesium
formate.122

4. ADSORPTION IN MOFS WITH OPEN METAL SITES IN
THE NODES

Many recent reports of CH4, H2, and acetylene storage have
focused on MOFs with coordinatively unsaturated “open” metal
sites in the nodes or linkers. Such sites have been shown to
increase heats of adsorption because they are strongly cationic
and can interact favorably with adsorbate multipoles.19,124,125

The unsaturated nature of the sites along with the stronger
adsorbate/adsorbent interactions often make a quantum chemi-
cal treatment necessary to understand the interactions. In this
section, we discuss how such methods have been used to
understand gas adsorption at open metal sites in MOF nodes.

4.1. H2 Interactions with Open Metal Sites
H2 interactions with open metal sites in MOF nodes have

been calculated by several groups.69,98,125�129 For example, Kosa
et al.128 used DFT with the BLYP functional to compute H2

binding energies at Mg2+ and Ni2+ sites attached to CH3OCH3

and OCH3
� ligands and found Mg2+ sites exhibit very weak

binding energies of∼1 kJ/mol, whereas Ni2+ sites bind H2 much
more strongly, with binding energies up to 24 kJ/mol. They
attributed the increased bond strength to d electron density in
Ni2+, which binds favorably with the H2 1σ* orbital through a
Kubas-type130 interaction. These interactions, discovered by
Gregory Kubas in the 1980s,130,131 involve H2 binding to
transition metals with available d orbitals. A chemical bond is
formed due to forward electron donation from the H2 1σ orbital
to metal d and s orbitals and back-donation from metal d orbitals
to the H2 1σ* orbital (Figure 8), causing significant elongation of
the H�H bond. Kubas interactions are in general stronger than
physical adsorption energies,19 and thus MOFs with open metal
sites available for Kubas binding have attracted interest for H2

adsorption. However, due to the stronger nature of the H2/MOF
interaction, they cannot bemodeled with a simple Lennard-Jones +
Coulomb model and require a quantum chemical analysis. For
example, Yang and Zhong98 used periodic DFT in combina-
tion with GCMC to calculate H2 adsorption energies of up to
13.4 kJ/mol at the open Cu2+ sites in MOF-505. Sun et al.125 and
Zhou and Yildirim126 calculated H2 binding energies at the
antiferromagnetic Mn2+ sites in Mn4Cl-MOF10 of ∼10 kJ/mol.
Sun et al. described the binding as an interaction between theH2 1σ
and Mn dz2 orbitals and attributed the relatively weak chemical
binding to the formation and occupancy of a high energy antibond-
ing state in theMn electronic structure. They showed that the lower
atomic number metals Sc, Ti, V, and Cr exhibit stronger H2/metal
bonds (up to 46.5 kJ/mol with V) because electrons do not occupy
this state. Zhou and Yildirim attributed the bond entirely to
Coulombic interactions and suggested the H2/metal interaction
could be strengthened by replacing Cl with less electronegative
Br. These results indicate that H2 adsorption energies at open
metal sites can be tuned by using different metals and connecting
ligands.

4.2. Methane Adsorption in M-MOF-74
Researchers have also simulatedmethane adsorption inMOFs

with open metal sites. Wu et al.132 studied CH4 adsorption in a
series of M-MOF-74 materials (M = Mg, Mn, Co, Ni, and Zn),
which have high densities of open metal sites. Their CH4

adsorption isotherm measurements at 298 K and 35 bar for the
five M-MOF-74 materials yielded excess CH4 storage capacities
ranging from 149 to 190 v(STP)/v. Among the five isostructural
MOFs studied, Ni-MOF-74 showed the highest absolute CH4

storage capacity (∼200 v(STP)/v). They calculated binding
energies of CH4 on open metal sites using the local density
approximation (LDA) and generalized gradient approximation
(GGA) DFT methods, and these qualitatively agreed with
experimental heats of adsorption. Generally, LDA overestimates
the binding energy, whereas GGA underestimates it. They
argued that the origin of the high binding energies is due to
the unscreened electrostatic interactions between CH4 and the
open metal sites.

4.3. Special Considerations for Calculating Gas Molecule
Interactions at Open Metal Sites

Although DFT methods have successfully captured adsor-
bate/adsorbent interactions at open metal sites, recent work by
Grajciar et al.133 indicates that such methods can be quite
inaccurate. Their calculations of H2O adsorption at the Cu2+

sites in HKUST-1 point out two important considerations for
modeling gas adsorption at open metal sites: (1) modeling the
metal magnetic and spin states correctly and (2) choosing an
electron correlation method that accurately captures dispersion
and repulsion. They warn researchers to be cautious of results
calculated with DFT methods, including DFT+D and related
approaches that either add an empirical dispersion term to the
DFT results or introduce dispersion perturbatively. Their results
indicate that H2O adsorption energies at HKUST-1 corners are
20 kJ/mol weaker when calculated with DFT than with CCSD-
(T) due to the inability of DFT to accurately describe dispersion
interactions. They additionally show that the DFT+D methods
of Grimme134,135 only partially correct this discrepancy, decreas-
ing the difference to 10 kJ/mol. (However, the same group found
DFT+D and SAPT-DFT,136,137 which is another method that
perturbatively includes electrostatic, inductive, and dispersive
contributions, performs well for adsorption on graphene
surfaces.138) We find a similar difference (although opposite in
sign) between the H2 adsorption energies calculated with MP2/
6-311+G** and the M06139 DFT functional using the same basis

Figure 8. Kubas orbital interactions between a metal ion and the H2

molecule. Shaded portions indicate regions where the wave function is
positive, and open portions indicate regions indicate where it is negative.
Red, metal dz2 andH2 1σ orbitals; blue, metal dxz andH2 1σ* orbitals;M,
metal. Adapted with permission from ref 131. Copyright 1988 American
Chemical Society.
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set. Using MP2, the binding energy is �6.5 kJ/mol at an
equilibrium H2—Cu2+ distance of 2.6 Å, whereas using the
M06 DFT method, these values are �12.3 kJ/mol and 2.2 Å,
respectively.

As discussed above, MP2 and higher-order methods can
require significantly more computer time than DFT, but they
can also be significantly more accurate. There is thus motivation
to find less computationally demanding yet more accurate
methods for describing adsorbate interactions with strongly
binding sites. Grajciar et al.133 proposed the DFT/CCSD(T)
approach developed by Bludsk�y et al.140 as a better way to obtain
CCSD(T) level accuracy at reasonable computational efficiency.
This method expresses the total DFT error as a sum of error
functions calculated from simple one-dimensional pair potentials
developed at both the DFT and CCSD(T) levels of theory. It
then uses these functions to correct the dispersion in the DFT
calculations. In their work, Grajciar et al. found that the DFT/
CCSD(T) method exactly reproduces the one-dimensional
potential energy surface between H2O and the HKUST-1 nodes
calculated with CCSD(T).

Several researchers have investigated the effect of themagnetic
state of open metal sites and have found that, at least in some
cases, it can have only a small effect on the interaction energy as
long as the number of unpaired electrons is modeled correctly.
For example, the Cu2(COO)4 corners in HKUST-1 are anti-
ferromagnetic in the ground state, and, in agreement with
Grajciar et al.,133 we calculate that the antiferromagnetic singlet
is preferred over the ferromagnetic triplet by 15.8 kJ/mol. (Our
calculations were performed at the MP2/6-311+G** level of
theory.) Note that both of these states have two unpaired
electrons; they have opposite spins in the singlet state and
parallel spins in the triplet. However, the H2 binding energies
at these sites are nearly identical, �10.2 and �9.5 kJ/mol,
respectively. Grajciar et al.133 obtained similar results for H2O,
calculating a binding energy for the singlet of �52.7 kJ/mol and
for the triplet of �52.6 kJ/mol133 using the highly accurate,
multireference CASPT2/ANO-VQZP level of theory. These
calculations suggest that adsorbate binding energies are more
or less independent of the magnetic state at the Cu2+ sites in
HKUST-1 corners.141 Zhou and Yildirim126 found a similar
result for H2 adsorption at the antiferromagnetic Mn2+ sites in
theMn4Cl-MOF but noted that the number of molecular orbitals
containing lone electrons, regardless of the spins of the electrons,
considered in the model significantly impacts the H2 adsorption
energy.

5. SIMULATING HYDROGEN ADSORPTION IN MOFS
WITH CATION SITES ON THE LINKERS

Another strategy for increasing the enthalpy of adsorption is to
introduce open metal sites in the MOF linkers. This strategy is
being pursued especially for hydrogen storage. We distinguish
between two synthetic approaches for introducing exposedmetal
sites in MOF linkers, which we refer to as doping142�144 or
functionalization.13,14 In doped MOFs (Figure 9, left), metal
atoms are incorporated into the existing structure through
solvothermal reaction, in which metal atoms in solution react
with and reduce the framework, forming cationic sites.142 In the
successful experimental examples to date,142�144 the linkers are
chosen for their ability to be chemically reduced. This considera-
tion is not often discussed in simulation studies. In functionalized
MOFs (Figure 9, right), the cations are introduced into a

functional group in the linker through an ion-exchange reaction, for
example, by reacting a MOF having alcohol groups on the linkers
with Li+[O(CH3)3]

�, which allows the hydroxyl protons to be
replaced by Li+.13 Like open metal sites in MOF nodes, metal
cations in the MOF linkers exhibit large positive charges,145 which
interact favorably with quadrupolar H2. As shown in Figure 10 for
H2 adsorption at a Li

+ site, the positive charge on Li+ interacts with
the electron-rich region between the two H nuclei, polarizing H2

toward Li+ and resulting in electron density accumulation between
H2 and Li

+.19 This creates a physical bond.

5.1. Doped MOFs
Simulations of cation doped MOFs build upon similar studies

on other carbon-based materials, such as fullerenes and car-
bon nanotubes.49,146�155 Although Li is the most common
dopant,49,146,153,155 other alkali,153 alkaline earth,149,152 and
transition metals147,148,150,151 have been used as well. Some
studies report H2 adsorption energies of up to 55 kJ/mol on Ti-
doped fullerenes.147,148 However, they show that transition metal
dopants prefer to aggregate,148 decreasing the achievable H2

adsorption energy. Some groups have reported that, in contrast,
alkali and alkaline earth metal cations adhere to the host structure
more strongly than they cohere to each other.146,149 Studies of doped
MOFs tend to focus on these metals, specifically Li,20,50,145,156�164

although transition metals have been examined as dopants as well.127

Figure 9. Hypothetical variants of IRMOF-8with Li cation sites. Left, Li-
doped IRMOF-8; right, Li alkoxide functionalized IRMOF-8. Both images
are three-dimensional. C, gray; O, red; Li, purple; Zn, blue; H, white.

Figure 10. Charge density difference plot for H2 adsorption at the Li+

site in Li alkoxide benzene. Blue volumes indicate regions of charge
depletion, and red volumes indicate regions of charge accumulation.
Atom colors are C, gray; H, white; O, red; Li, purple. Reprinted with
permission from ref 19. Copyright 2011 American Chemical Society.
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Han et al.20 used GCMC calculations to investigate hydrogen
uptake in a Li-doped version of MOF-C30, which has dibenzo-
coronene dicarboxylate (C28H12(COO

�)2) linkers. Their com-
putations suggest that their doped MOF model, which
incorporates six Li per linker, can store 6 wt % hydrogen at
100 bar and 243 K and 5 wt % hydrogen at 100 bar and 300 K
(Figure 11), thus exceeding theDOE gravimetric target of 5.2 wt%
for 2015. They have subsequently filed for a patent for their
design.165 Sun et al.158 used GCMC to investigate the effect of Li
doping into a porous tetrazolide framework and calculated 4.9 wt%
hydrogen uptake at 233 K and 100 bar.

Despite the promise suggested by modeling, experimental
investigations of cation doping into MOF structures have only
been partially successful. Experimental investigations show that
cation doping does enhance hydrogen uptake in certain MOFs,
but they suggest this is due to cation-induced perturbations of the
catenated framework structures and that H2 molecules do not
interact with the cations themselves in the MOFs studied.142

5.2. Functionalized MOFs
Compared to doping, linker functionalization has been

shown to incorporate metal cations more stably into the MOF
structures.13,14 To date, Li and Mg cations have been experi-
mentally incorporated into MOFs through metal alkoxide
functionalization.13,14 In this strategy, an MOF with alcohol
groups on the linker is modified after MOF synthesis to exchange
hydroxyl protons for metal cations. Experiments show that Li

alkoxide functionalization noticeably enhances hydrogen uptake
at cryogenic temperatures and atmospheric pressures, although
the observed heats of adsorption are only moderately higher than
in unfunctionalized MOFs.13,14 Several computational studies
have examined Li alkoxide functionalization at higher tempera-
tures and pressures,19,162,166,167 and a recent report from our
group details alkaline earth and transition metal alkoxide func-
tionalization and their effects on hydrogen uptake as well.19

Interestingly, the first computational study of Li alkoxide func-
tionalization by Klontzas et al.166 was reported prior to any
experimental studies.

Computational reports of H2 adsorption in Li alkoxide
functionalized MOFs show conflicting results at ambient tem-
perature, with results from Klontzas et al.162,166,167 showing
significant uptake enhancement at 300 K and results from our
group19 showing negligible uptake enhancement at 243 K
(Figure 12). These differences may be due to differences in the
model development and are discussed in the next section.

Our calculations indicate that Li alkoxides bind H2 too weakly
(�10 kJ/mol) to overcome the effects of thermal motion near
ambient temperatures and are thus not promising functional
groups for improving H2 uptake.

19 Mg, Mn, Ni, and Cu alkoxides
bind H2 much more strongly (�22,�20,�78, and�84 kJ/mol,
respectively) and exhibit varying properties. Each Ni or Cu
alkoxide binds the first H2molecule very strongly but subsequent
H2 molecules much more weakly, with binding energies of �10
kJ/mol or weaker for the second H2 and beyond. These materials

Figure 11. Simulations of H2 in a Li-doped MOF from Han et al.20 Left: A model of Li doped MOF-C30, which has six Li dopants on each
dibenzocoronene linker; right: hydrogen adsorption isotherm in Li-MOF-C30 at 300 K. Calculations by Han et al. indicate this MOF achieves 5 wt %
hydrogen storage at 100 bar and 300 K and 6 wt% hydrogen storage at 100 bar and 243 K (latter result not shown here). Reprinted with permission from
ref 20. Copyright 2007 American Chemical Society.

Figure 12. Hydrogen adsorption isotherms in Li alkoxide functionalized (filled squares) and unfunctionalized (open squares) IRMOF-8 calculated by
Klontzas et al.166 at 300 K (left) and in this work at 298 K (right). Isotherms are presented as absolute uptake. Data from Klontzas et al. reprinted with
permission from ref 166. Copyright 2008 American Chemical Society.
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thus take up significant amounts of hydrogen at low pressures,
but then uptake levels off. They are thus ineffective as automotive
H2 storage materials, because they do not release significant H2

for use at the release pressure of 2 bar. Mg andMn bind H2much
moreweakly.Of these,Mg forms amore flexible bondwithH2 and is
lighter in weight. Our calculations indicate Mg alkoxide functional-
ized IRMOF-1, IRMOF-10, IRMOF-16, UiO-68, and UMCM-150
exhibit superior deliverable capacities (Figure 13). In fact, we find
that Mg alkoxide functionalized IRMOF-16, which has theoretical
surface area and pore volume of over 6 000 m2/g and 4 cm3/g,
respectively, achieves a deliverable capacity of 5.2wt% at 100 bar and
243 K, meeting the DOE gravimetric target for 2015.

5.3. How Simulation Methods Impact Gas Adsorption
Results

Simple Lennard-Jones + Coulomb force fields do not ade-
quately describe the strong interactions between gas molecules
and open metal sites as shown for one example in Figure 14.
Therefore, GCMC simulations of such systems often require
new force fields, and a common method of development is to
derive the parameters from quantum mechanics.

There are many challenges to creating such force fields. First,
due to limitations in computer resources, quantum calculations
must be carried out on small models of the material, and these
models must be carefully selected to ensure the electronic
structure in the model closely resembles that of the open metal
site in the MOF. Second, these pair potential models only
consider a single adsorbate interacting with the adsorbent. The
energy changes that occur when multiple molecules adsorb are
treated in an additive way, and this ignores many-body contribu-
tions to the energy. Third, as with all adsorption calculations, the
models and methods used in the quantum chemical calculations
must accurately capture the chemistry of the interaction. We
discuss these challenges in this section.
5.3.1. Effect of Interaction Model on Calculated H2

Adsorption Uptake.Computational details may have a noticeable
effect on the overall results. For example, in Li-doped systems, the
Li+ site model used in the quantum chemical calculations can
significantly impact the calculated H2 uptake. To illustrate this, we
calculated H2 adsorption isotherms on a Li-doped version of
IRMOF-8, modeled with one Li cation per linker. We used three
different force fields to describe the H2 interaction with Li

+. Two of
thesewere developed in thiswork using twodifferent Li+ sitemodels,
and the thirdwas taken from thework ofDeng et al.49Weused these

force fields to describe H2 interactions with Li+, and we used
conventional force fields to describe H2 interactions with all other
framework atoms. We have previously described this procedure in
depth,19 and more details can be found in the Supporting Informa-
tion. The force fields developed in this work were parametrized by
fitting a pair potential to the differences in electronic energies for H2

adsorbed in a variety of configurations surrounding the Li+ site,

ΔEðrÞ ¼ EelecLiþ � H2
ðrÞ � EelecLiþ � EelecH2

ð5Þ
where Li+ broadly describes the model containing the open Li+ site.
Values ofΔE for the first force field parametrization were calculated
for interactions between H2 and a bare Li

+ cation at theMP2/6-311
+G** level of theory and fit to a Morse potential. Note that this

Figure 13. Deliverable hydrogen storage capacities [Δwt % =wt %(pH2
)�wt %(2 bar)] in metal alkoxide functionalized IRMOF-1 (left) and IRMOF-

16 (right) calculated by Getman et al.19 at 243 K. The solid black lines without symbols represent unfunctionalized MOFs. Reprinted with permission
from ref 19. Copyright 2011 American Chemical Society.

Figure 14. Potential energies (V ) for a H2 molecule approaching Li
alkoxide benzene at a particular angle. Force field energies computed
with Lennard-Jones potentials use DREIDING parameters44 for Li
alkoxide benzene atoms and empirically derived parameters40 for H2.
Cross-term parameters were obtained using the Lorentz�Berthelot
mixing rules. Partial charges on Li alkoxide benzene atoms were
calculated using the ChelpG method,36 and partial charges on H2 were
taken from the Darkrim�Levesque model.35 Quantum mechanical
energies (black) were computed at the MP2/6-311+G** level of theory,
using counterpoise corrections64 to correct for basis set superposition.
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H2/Li
+ system has a net charge of +1, which was taken into account

in the quantum calculations. However, all species were considered to
be neutral in the pair potentials and GCMC calculations, i.e., the
charge�quadrupole interactions were incorporated into the Morse
potential instead of being added as separate terms.
For the second force field parametrization, we used a similar

procedure, this time using potential energies calculated between
H2 and a Li+(C10H8)

� model (Figure 15) at the same level of
theory. Note that Li in this system adopts a partial positive charge
andC10H8 adopts the opposite negative charge, but the system as
a whole is charge-neutral. Here we only developed parameters to
describe the H2/Li

+ interaction, and H2 interactions with all
other atoms were simulated using conventional force field
models (see the Supporting Information). H2 binding energies,
defined as the changes in electronic energies at the optimal
adsorption geometry, to the bare Li+ cation and Li+(C10H8)

�

models are provided in Table 1. Note that H2 binds much more
favorably to the bare Li+, which exhibits a binding energy of�22
kJ/mol compared to�12 kJ/mol for Li+(C10H8)

�. For the third
H2/Li

+ force field, we used parameters from Deng et al.,49 which
were developed in 2004 and are still used in GCMC calculations
of H2 adsorption in Li-doped materials today.20,50 H2 adsorption

results are shown in Figure 16, and Qst values at low loading
(<1 H2 per Li

+ site) are provided in Table 2. The simulations
performed using different force fields yield dramatically different
results. Absolute loadings at 100 bar in Li-doped IRMOF-8 are
2.9, 2.5, and 3.4 wt % using the Li+, Li+(C10H8)

�, and Deng
potentials (to be compared with 1.8 wt % in nondoped, un-
functionalized IRMOF-8.) These qualitatively follow the order of
Qst, which are 21.6, 12.5, and 25.9 kJ/mol, respectively. Qst

calculated using the Li+ and Li+(C10H8)
� force fields closely

resemble the H2 binding energies to those systems (provided in
Table 1), and the Qst calculated using the Deng potential49 is
similar to the binding energy to a bare Li+.
To our knowledge, there is only one experimental result for Li

doping available for comparison. Li et al.50 measured H2 uptake
in a Li-doped polymer and observed amaximumQst of 8.2 kJ/mol.
Qst depends on a variety of factors, such as the temperature
and pressure at which measurements were taken, structural
properties (e.g., presence of imperfections or leftover solvent
molecules in the MOF), gas loading, and the local environment
surrounding the Li+ site, and thus we cannot directly compare
this experimental value with the ones calculated in this work. A
qualitative assessment indicates that Qst for the H2/Li-doped
system is quite modest and similar to that obtained using the
force field developed with the Li+(C10H8)

� model. In constrast,
the Qst obtained from simulations using the Li+ and Deng force
fields are significantly larger and concomitantly result in much
larger H2 uptakes. The Li+(C10H8)

� model is certainly more
realistic than the Li+ model, so it is unsurprising that the resulting
force field yields aQst more in line with experimental observation.

Figure 15. Models used to create H2/Li
+ force fields. A bare Li+ cation

(left), Li+(C10H8)
� (middle), and Li alkoxide benzene (right).

Table 1. H2 Binding Energies to Various Li Cation Site
Systems Calculated Using MP2/6-311+G**

system ΔE (kJ/mol)

Li+ �22

Li+(C10H8)
� �12

Li alkoxide benzene �10

Figure 16. H2 absolute adsorption isotherms for Li-doped (left) and Li alkoxide functionalized (right) IRMOF-8 at 298 K. Isotherms were calculated
using a variety of potentials and parameters to describe H2 interactions with the Li

+ site. See the main text and Supporting Information for details. The
solid black lines without symbols are for nondoped, unfunctionalized IRMOF-8.

Table 2. Isosteric Heats of Adsorption (Qst) for H2 in Li-
Doped and Li Alkoxide Functionalized IRMOF-8 Calculated
with GCMC at 77 K Using Different Force Fields; All Values
Are for Points on the Isotherm with <1 H2 per Li

+ Site

IRMOF-8

variant

force

field Qst (kJ/mol)

Li-doped Li+ 21.6 ( 0.02

Li+(C10H8)
� 12.5 ( 0.07

Deng et al.49 25.9 ( 0.06

Li alkoxide

functionalized

Li alkoxide benzene, MP2/6-311+G**19 9.9 ( 0.14

Klontzas et al.167 22.0 ( 0.03
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These results highlight how H2 adsorption results are directly
related to the force fields. To illustrate this further, we performed a
second set of calculations, this time comparing H2 adsorption
isotherms for Li alkoxide functionalized IRMOF-8 using two sets
of parameters for alkoxide O and Li. The first set we took directly
from our previous work,19 which fitΔE betweenH2 and Li alkoxide
benzenemodels calculated at theMP2/6-311+G** level of theory to
a Morse + Coulomb potential. The second set are Lennard-Jones
parameters taken from Klontzas et al.167 All parameters, as well as a
more detailed explanation of the parametrization procedure, are
provided in the Supporting Information. H2 adsorption isotherms
calculated at 298K using these different parameter sets are shown in
Figure 16, and Qst calculated at low loading are shown in Table 2.
Differences in the calculated uptakes are even greater for Li alkoxide
functionalized IRMOF-8 than in Li-doped IRMOF-8, with poten-
tials from our work projecting an uptake of 2.0 wt % and potentials
from Klontzas projecting an uptake of 3.8 wt % at 100 bar. These
again can be related to theQst values, which are 9.9 and 22.0 kJ/mol,
respectively. There are at least two experimental results that we can
compare with these values. Mulfort et al.13 measured H2 uptake in a
MOF with dipyridine glycol linkers, with 10% of the hydroxyl H+

substituted for Li+, and observed a maximum Qst of 6.6 kJ/mol.
Himsl et al.14 performed a similar study of Li alkoxide functionalized
MIL-53(Al) and measured a maximum Qst of 11.6 kJ/mol. Again,
these values are quite modest.
5.3.2. Limitations of Pair PotentialModels. In pair potential

models, the potential energy V of an interaction between an
adsorbate and an adsorbent ismodeled by summing the interactions
between the atoms in the adsorbate and the atoms in the adsorbent,
as if each interaction were completely isolated. Both dispersive and
Coulombic interactions are treated in this manner. However, these
models fail to capture many-body interaction terms, which can be
significant even in nonbonding interactions.62,168,169 For example, as
shown by von Lilienfeld and Tkatchenko,62 many-body contribu-
tions can contribute up to 10% of dispersive energies. In addition,
current force fields are completely ineffective at capturing dynamic
behavior in the electronic structure, such as polarization and charge
transfer. Potential models that include these terms have been
developed,62,110 but they are not in widespread use.
Themulti-Langmuir approach used by Sauer and co-workers170�173

is one way to completely avoid the need for a force field. In the
multi-Langmuir approach, geometry optimizations of the adsor-
bate are performed at different binding sites at the MOF surface
using quantum mechanics. Typically, small MOF fragments are
used because of computational constraints. However, Sauer and
co-workers170�173 have developed a method where the full MOF
is included: they use density functional theory to compute long-
range interactions and a higher level of theory such as MP2 to
compute short-range interactions. In the multi-Langmuir ap-
proach, the number of molecules at the different sites are added
together, neglecting interactions among molecules, as in the
standard multisite Langmuir model,174 and this is used to
compute the uptake. (Sometimes researchers simply estimate
the maximum loading by calculating the number of sites and then
assuming one molecule per site.145,146,148,149,153,155,175) The
multisite Langmuir equation170 requires the adsorption equilib-
rium constant Keq for each site. This can be obtained from the
partition functions,Z, of the adsorbedmolecule and themolecule
in the gas phase170�173

Keq ¼ Zadsorbate

Zgas
e�D0=RT ð6Þ

where D0 = ΔEelec + ΔEZP (i.e., D0 is the potential energy V at
the local minimum on the potential energy surface). The ratio of
partition functions represents the changes in translational, rota-
tional, and vibrational entropies due to adsorption. Using this
model, the translational and rotational entropies of the adsorbate
are considered to be zero, and the adsorbate vibrational entropy
is calculated using the calculated vibrational modes of the
adsorbate. (Changes in adsorbent vibrational modes are typically
considered to be negligible.) Note that this treatment does not
include configurational contributions to the entropy, which can
be significant both at high temperature and when the number of
adsorbate molecules is large.

5.4. Challenges in Force Field Development
Given that simulations can be used to guide experiments (and

even influence the decisions of funding agencies), force field
development is of utmost importance. One of the challenges in
developing highly accurate force fields from quantum chemical
calculations is that the quantum chemical calculations must be
performed with extreme care, using the most realistic models and
the most accurate level of theory possible, which can be very time-
consuming. As discussed above, MP2 electron correlation is feasible
for many systems of interest (but it also has its own limitations). For
example, we performed hundreds ofMP2 single-point calculations of
the H2/Li alkoxide benzene system (in series) to develop the force
field described in ref 19, and the calculations were easily performed
on a single Intel computing node with dual quad core processors.

The model system also affects computational expense. For
example, it takes significantly less time to compute the energy of a
H2/Li

+ system at the MP2/6-311+G** level of theory than it
does to calculate the energy of a H2/Li

+(C10H8)
� system at the

same level of theory. However, as discussed above, the bare Li+

cation ultimately yields an unrealistically large Qst and thus H2

uptake, making a more realistic model necessary.
Balancing accuracy and expense is one of the biggest challenges in

performing quantum chemical calculations. In general, the most
realisticmodels and themost accurate level of theory possible should
be used to ensure themost accurate results. To add credibility to any
results obtained using force fields developed from quantum calcula-
tions, the computational procedures should be reported in detail.We
recommend reporting the following details at minimum: the model
system, the electron correlation method and basis set, other relevant
details about the quantum chemical calculations (e.g., whether or not
counterpoise calculations were used), the number of single points
used to perform the parametrization (e.g., whether the parameters
were developed by allowing the gas molecule to follow a single path
to the adsorption site orwhethermoreof the potential energy surface
of interaction was taken into account, as in ref 19), and some
measure of how well the force field replicates the ab initio data. The
final force field itself, including the potentials used and the final set of
parameters, should also be reported. Additionally, a detailed com-
parison with either experiment or higher levels of theory should be
made if possible, and any expected limitations in the final force field
should be thoroughly discussed.

Even the best reported force fields today leave room for improve-
ment. For example, most force fields are parametrized to fit the
electronic interactions between a single H2 and a Li

+ site model, but
H2/H2 interactions are not considered in the parametrization. In
GCMC calculations, the H2/H2 interactions are typically calculated
using a Lennard-Jones model, which does not take the differences in
the H2 electronic structures near the adsorption site into account. For
example, a H2 molecule adsorbed to a metal site in a Kubas-type
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complex is chemically bound. As more H2 molecules adsorb to the
metal site, they interact with the initial H2molecule through dispersive,
repulsive, and quadrupole interactions, which can be captured with a
Lennard-Jones or Lennard-Jones +Coulombmodel. However, theH2

binding energies are collectively affectedby other chemical phenomena
aswell, such as competition for d electrons at themetal site. Subsequent
H2 molecules are also forced to bind in new configurations, which
require different orbital interactions between the adsorbate and the
metal site, and those configurations may not be as energetically
favorable. These effects all weaken the adsorption energies at metal
sites, but force fields parametrized without explicitly including the
interactions between adsorbed H2 do not capture them.

Additionally, force fields rarely include polarization, thus treating
Coulombic interactions in a staticmanner.Methods for treating polari-
zationhavebeenproposed,176,177but they require an iterative approach,
significantly increasing the time needed to complete the GCMC
calculations. Such effects can be explicitly calculated, for example, by
using periodic electronic structure calculations. However, such calcula-
tions are expensive and thus limited to density functional theory
methods, which are notoriously inaccurate for describing dispersive
interactions. Additionally, DFT and other ab initio-based methods
neglect the effect of temperature, most notably the entropic contribu-
tions to the free energy. Even the multi-Langmuir approach discussed
above neglects configurational entropy, which can be significant in gas
adsorption. There are thus clear opportunities to improve themethods
used to calculate gas adsorption at strongly adsorbing sites.

In this review, we have focused on modeling MOFs that are
generally rigid and do not undergo large structural transitions in
response to adsorption. Even these MOFs, however, have small-
scale, local softness andflexibility. Several groups have tested how this
local flexibility influences gas adsorption by performing simulations
that allowed framework atoms to move in response to gas uptake
(i.e., flexible-framework simulations). They found that simulations
assuming a completely rigid framework agree well with flexible-
framework simulations when the framework is fairly stiff (i.e., when
allowing the framework to relax in response to gas uptake results in
only small structural changes) and the temperature is low.178,179 For
another class of MOFs, such as MIL-53,180,181 the framework is
sufficiently flexible that its geometry can change dramatically under
high pressure.182 Here there are two distinct challenges: predicting
the structural conformations under various conditions (e.g., pressure
and temperature) and subsequently predicting gas adsorption using
either a rigid structure derived from the prior step or a more
sophisticated approach such as osmotic framework adsorbed solu-
tion theory (OFAST).183,184 OFAST185,186 considers a discrete
number of structural phases of a flexible MOF in an osmotic
thermodynamic ensemble. Predicting the structural phases has been
approached using both QM (quantum mechanical) and MM
(molecular mechanics) methods,187 although only the latter can
incorporate thermal phenomena, such as the negative thermal
expansion in IRMOF-1.188 Salles et al. specifically parametrized the
Cr�O bonded intramolecular term in MIL-53 so that molecular
dynamics (MD) simulations reproduced the cell volumes measured
via in situ powder X-ray diffraction.189 Testing new force fields via
molecular dynamics simulations can be computationally expensive,
and Dubbeldam et al. report an efficient energy-minimization
scheme for this purpose, which they tested by reproducing MIL-
53 transitions under water loading.190

In principle, a hybrid MD-GCMC simulation approach could
capture the effects of adsorption during a continuous structural
transition of a highly flexible MOF, but to our knowledge there are
no reports of this kind in the literature. Developing accurate force

fields for flexible MOFs that simultaneously predict structure
transitions and correct gas adsorption is a rich area for further
research.

6. CALCULATING HEATS OF ADSORPTION

One of the most important properties of gas storage materials
is the enthalpy or “heat” of adsorption Qst. This quantity can be
easily calculated in GCMC simulations. As reviewed by Vuong and
Monson191 and others,192�199 there are many related adsorption
enthalpies that have been defined in the literature, and some reports
do not carefully distinguish which value is reported. A widely used
quantity is the isosteric heat of adsorption, Qst, which is defined as
the differential amount of heatQ added to an adsorbent/adsorbate
system due to a differential change in the number of moles N of
adsorbate at constant temperature T.193

Qst ¼ δQ
δN

� �
T

ð7Þ

For a gas phase at constant T, pressure P, and chemical potential
μ in equilibrium with an adsorbed phase at constant T, volume
V, and μ,191,194

Qst ¼ T
∂NS

ss
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where S
�
= S/N and S is the entropy.200 At equilibrium, the

chemical potentials in the two phases are equal,
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and

μsorbate phase ¼ ∂ðNA
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HereH,U,G, and A are the enthalpy, internal energy, Gibbs free
energy, and Helmholtz free energy, respectively. Substituting
eqs 9 and 10 into eq 8 yields191

Qst ¼ H̅� ∂ðNU
ss
Þ

∂N

 !
T,V

ð11Þ

where H is the partial molar enthalpy in the gas phase. In terms
of molecular properties58

Qst ¼ H̅� ∂ÆNæÆV æ
∂ÆNæ

� �
T,V

ð12Þ

where the brackets indicate ensemble average quantities, taken
here in the grand canonical ensemble. Equations 11 and 12 are
general.191 However, they are often simplified by making
assumptions about the gas and adsorbate phases. To perform
such simplification, we write H as

H ¼ U þ P V
_

ð13Þ



719 dx.doi.org/10.1021/cr200217c |Chem. Rev. 2012, 112, 703–723

Chemical Reviews REVIEW

and note that the gas-phase properties can be separated into
ideal and residual contributions

H ¼ Hideal þ HR ð14Þ
where the superscript R indicates the residual quantity.195 If we
set ÆV idealæ, the potential energy of the ideal gas, as the thermo-
dynamic reference state, then we can rewrite eq 12 as

Qst ¼ ÆΔV æ þ P½V̅ideal þ V̅R � � ∂ÆNæÆΔV æ
∂ÆNæ

� �
T,V

ð15Þ

where ΔV is the potential energy deviation from that of the
ideal gas.201 If the gas phase is ideal, then196

Qst ¼ RT � ∂ÆNæÆΔV æ
∂ÆNæ

� �
T,V

ð16Þ

which is the familiar form of Qst used in many GCMC simulations.
Even if the gas phase is nonideal, eq 16 is still valid as long as the errors
in ÆV æ and ÆNæ are greater than the nonideality corrections.202 The
isosteric heat can easily be calculated during GCMC simulations and
used to assess and screen MOFs as gas storage materials.

7. USING SIMULATIONS TO GUIDE EXPERIMENT

Although a holy grail of computational simulation in this field,
yet to be achieved, is to predict an ideal gas storage material
entirely from simulations, a number of steps in this direction have
already been successfully demonstrated. As described above,
D€uren et al.65 proposed a novel MOF for methane storage,
IRMOF-993, with a novel linker, and Ma et al.16 tried to
synthesize it. Although IRMOF-993 is perhaps not synthetically
accessible, the ideas of D€uren et al. about linker design further
inspired Ma to synthesize additional materials, including PCN-
14, which exhibited record methane storage.

More recently, theMOFNU-100 provides another example of
the power of simulation to guide experiment. This MOF was
constructed on the computer and evaluated for high surface area
and gas uptake before it was synthesized.2 On the basis of the
promising results from simulation, the material was synthesized
and found to closely match the structure that was simulated a
priori. The organic linker of NU-100 (see Figure 17) was chosen
to imbue the resulting crystal structure with a high gravimetric
surface area (measured Brunauer�Emmett�Teller (BET) sur-
face area = 6 143 m2/g).2 The resulting structure had a high
storage capacity for H2 (164mg/g absolute) at 70 bar and 77 K in
excellent agreement with predictions from modeling. The excess

hydrogen storage exhibited by this material (99.5 mg/g) is the
highest reported to date at 77 K.

Simulations may also be used to screen libraries of existingMOFs.
Keskin, Haldoupis, and Sholl have screened hundreds of MOFs
recently to identify the most promising materials for kinetic gas
separations (a related application to gas storage).203,204 As computa-
tional resources continue to expand exponentially, reports of increas-
ingly larger-scale screening ofMOFs are becomingmore common.205

In the near future, one may expect that large-scale screening efforts
will allow for the identification of promising hypothetical MOFs, as
was done for NU-100, but in a systematic fashion.

8. CONCLUSIONS AND OUTLOOK

Molecular simulation is an important tool for understanding gas
adsorption in MOFs and other porous materials. Simulations have
been used for understandingmolecular-level phenomena, predicting
uptake, verifying experimental observations, screening MOFs for
various applications, and other purposes.One of themost important
applications of simulations is guiding material design.

First-generation simulations of gas adsorption in porous
materials have used classical potentials with theMOF parameters
from rather generic force fields. These models do a reasonably
good job of describing gas adsorption in materials with no open
metal sites or other functional groups that interact strongly with
guest molecules. For example, simulations performed with these
force fields have provided numerous insights into methane and
hydrogen adsorption in MOFs. They have also suggested useful
criteria for designing optimal MOFs for storing these gases.

These force fields are less successful at capturing adsorption
phenomena in materials with strongly binding sites, such as open
metal sites or large electric fields. New force fields are needed to
describe gas interactions in frameworks with such features, and
these are typically derived from quantum chemical calculations.
The key challenges in developing such force fields are selecting
the model systems on which to perform the quantum chemical
calculations and selecting the appropriate level of theory. These
challenges are complicated by the computational expense often
associated with using better models and methods. For example,
we have shown here that using a bare Li+ cation as a model
system to explore H2 interactions with Li cations incorporated in
MOF linkers overestimates the H2 adsorption enthalpy and thus
the predicted uptake. A more representative model includes part
of the MOF linker. However, a larger system includes more
electrons, which increases the computational resources needed
to develop the force field.

Figure 17. Aneworganic linker (a) was designed, and the resulting crystal structure (b) was predicted computationally. Subsequent synthesis yielded amaterial
(c) whose structure was in excellent agreement with the computational predictions. Figure adapted from ref 2. Copyright 2010 Nature Publishing Group.
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Several reports covered in this review have used quantum
chemical methods along with GCMC simulations to screen and
assess MOFs for gas storage applications. Some of this work has
motivated subsequent experimental design. Despite these suc-
cesses, further work in force field development is needed. The
work reviewed here indicates the need for models that accurately
capture (1) chemical interactions at adsorption sites, specifically
those that exhibit strong binding energies, and (2) dispersive,
repulsive, Coulombic, polarization, and multipole effects simul-
taneously. The quantum chemical-based force fields do a reason-
able job of capturing these phenomena in some systems.
However, there is a need for even more advanced force fields.

The simulation methods available today are able to capture many
key features associated with gas adsorption inMOFs, including those
with strongly binding sites. As discussed in this review, molecular
simulations have been highly successful in understanding gas adsorp-
tion in porousmaterials. As advancements in computers, models, and
simulation algorithms are made, simulations will become even more
powerful in aiding understanding and material design.
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